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Abstract— While all-optical networking had its origins in the 

research community a quarter of a century ago, the realization of 
the vision has not had a straight trajectory.  The original goal of 
the all-optical network was based on keeping the data signals en-
tirely in the optical domain from source to destination to elimi-
nate the so-called electronic bottleneck, and to allow arbitrary 
signal formats, bit-rates, and protocols to be transported.  The 
latter property is referred to as transparency.  When all-optical 
networks were finally commercialized around the turn of the 
century, however, a modified reality emerged; the quest for 
transparency was replaced by the more pragmatic objective of 
reducing the network cost and energy consumption.  Moreover, 
especially for networks of large geographical extent, electronics 
were still present at some (relatively few) points along the data 
path, for signal regeneration and traffic grooming.  This modi-
fied vision captures the state of today’s networks, though terms 
like all-optical and transparent are still used to describe this tech-
nology.  However, continued advancements are bringing back 
some aspects of the original transparency vision.  In this paper, 
we review the evolution of all-optical networking, from the early 
vision to its present vibrant state, which was made possible by 
great advances in optical transmission and all-optical switching 
technologies.  We describe the numerous benefits afforded by the 
technology, and its relative merits and drawbacks compared to 
competing technologies, sometimes referred to as opaque.  We 
also discuss the remaining challenges and future directions of all-
optical networking.  While all-optical solutions permeate today’s 
access, metro, and core networks, this paper focuses on the core. 
 

Index Terms— All-optical networks, core networks, flexible 
spectrum, OEO networks, optical reach, regeneration, ROADM, 
transparency, wavebands, wavelength selective switches 

I. INTRODUCTION 
ll-optical networking is founded on the premise of main-
taining a network connection in the optical domain from 

its source to its destination, thereby removing the intermediate 
electronics, which tend to be more costly and less scalable 
than optics.  First proposed a quarter of a century ago, the 
field of all-optical networking has undergone several em-
bodiments as researchers have probed the practical realities 
and limitations of optical technology.  While in its present 
state it has eliminated much, but certainly not all, of the elec-
tronics along a data path, it nevertheless represents a major 
paradigm shift that has profoundly affected the design, opera-
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tion, and economics of networks.  All-optical solutions per-
meate today’s access, metro, and core networks; however, the 
focus of this paper is on core (or national-scale) networks. 

To appreciate the benefits and challenges of all-optical net-
working, it is instructive to review the state of transmission 
and switching in the optical layer in the early 1990s.  Section 
II outlines the architecture of these legacy networks, high-
lighting the drawbacks that spawned the all-optical vision.  
Section III discusses very early research into key principles 
for realizing all-optical networks.  The state of all-optical net-
working was further advanced in the 1990s, largely by gov-
ernment-funded programs; some of the major innovations 
produced by this research are summarized in Section IV. 

All-optical networks were finally commercialized in the late 
1990s.  The commercial reality was somewhat different from 
the early vision, as practical limitations needed to be ad-
dressed.  Section V details the first commercialization efforts 
and why all-optical networks did not successfully remove all 
of the intermediate electronics in a data path.  (This did not 
stop these networks from being referred to as ‘all-optical’.) 

Support for all-optical networking was not universal, pri-
marily due to concerns over the complexity of operating such 
networks.  Alternative solutions for addressing some of the 
drawbacks of legacy networks were developed, chiefly among 
them being photonic integration; this is covered in Section VI. 

All-optical networks have persevered, however, with new 
optical technologies, architectures, and algorithms that have 
improved the performance and simplified the operation of 
such networks.  Today, most commercial and government 
core networks include all-optical networking technology.  The 
current state of optical technology is discussed in Section VII. 

Finally, Section VIII discusses where all-optical networking 
is heading, including a return to some of the earlier vision. 

II. LEGACY NETWORKS VS. ALL-OPTICAL NETWORKS 
By the early 1990s, two key innovations had already been 

realized in optical transmission.  First, multiple channels of 
light, or wavelengths, could be multiplexed together onto a 
single fiber, giving rise to wavelength division multiplexing 
(WDM).  Second, the erbium-doped fiber amplifier (EDFA) 
was developed to amplify all wavelengths carried on a fiber, 
rather than needing one amplifier per wavelength.  Together, 
these two innovations dramatically increased the network ca-
pacity in a cost-effective manner. 
 While optical transmission benefited from these technolo-
gies, complementary switching breakthroughs were largely 
absent from the network nodes.  (The nodes of a core network 
are typically the major cities at which traffic is sourced, termi-
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nated, and switched.)  Figure 1(a) depicts a simplified version 
of a typical nodal architecture in this timeframe.  The node in 
the figure is assumed to sit at the intersection of three WDM 
fiber routes; i.e., a degree-three node.  (Each fiber line shown 
in the figure actually represents two fibers, one for each direc-
tion of transmission.)  The incoming WDM fiber is terminated 
in a demultiplexer (demux) that separates the WDM signal 
into its constituent wavelengths.  Each wavelength is then 
received by a transponder (TxRx), which converts the optical 
signal to the electronic domain, cleans up the signal, and then 
converts it to an optical signal suitable for short intra-nodal 
transmission.  The signal is then converted back to the electri-
cal domain for processing by an electronic switch (e.g., a Syn-
chronous Optical Network (SONET) switch, IP router, etc.).  
The process is reversed for the outgoing traffic.  Eventually, 
the traffic passes through another transponder as it exits the 
node, which converts the optical signal to a wavelength suit-
able for WDM transmission.  (Note that a transponder in-
cludes both a transmitter and receiver.)  The outgoing wave-
length assigned to a connection does not have to be the same 
as the incoming wavelength.  The outgoing wavelengths are 
then combined in a WDM multiplexer (mux) onto an outgoing 
fiber.  This architecture is known as optical-electrical-optical 
(OEO), due to its transitions between the two domains. 
    It is important to distinguish between two types of traffic 
that enter a node: bypass traffic and drop traffic.  Bypass traf-
fic transits the node on its way to its ultimate destination.  
Drop traffic carries data that is actually destined for the node; 
i.e., it is ‘dropped’ from the optical layer to a higher layer 
(e.g., IP) at this node (this usage of the term ‘drop’ is unre-
lated to the notion of ‘dropping a packet’, which is an unde-
sirable event).  Similarly, add traffic is the traffic sourced by a 
higher layer at the node.  Regardless of the traffic type, in the 
OEO architecture of Fig. 1(a), transponders are needed at a 
node for every incoming wavelength and for every outgoing 
wavelength.  Thus, a cross-country connection, as exemplified 
in Fig. 1(b), would pass through tens of transponders. 
 The large number of required transponders yields nodal 
solutions that are expensive, require a lot of power and space, 
and that present reliability issues.  It also requires the elec-
tronic switch fabric, which is difficult to scale, to grow in con-
cert with the network traffic.  The recognition of this nodal 
‘electronic bottleneck’ was one impetus for the all-optical 
vision, where a network connection is maintained in the opti-
cal domain from source to destination. 
 The concept of an all-optical node is illustrated in Fig. 2(a), 
where the key component is the all-optical switch.  Such a 
device has all-optical interfaces, and switches the various 
wavelengths in the optical domain.  Thus, those wavelengths 
carrying bypass traffic can remain in the optical domain 
through the node.  This is referred to as optical bypass.  Tran-
sponders are needed only for the wavelengths that are dropped 
or added at this node, as shown in Fig. 2(a). 

With all-optical nodes, the resulting picture of an end-to-
end connection is as shown in Fig. 2(b), where transponders 
are needed only at the endpoints.  Clearly, this technology 
enables the removal of a tremendous amount of electronics 
from the network, and the attendant cost, power, space, and 
reliability burdens.  Furthermore, all-optical core switches, by 

operating on wavelengths, are more scalable than their elec-
tronic counterparts.  Another benefit of the all-optical vision is 
the provisioning time for a new connection is greatly de-
creased, as equipment needs to be installed only at the end-
points, as opposed to at every node along the path. 

While providing many advantages, all-optical networks do 
pose some technical and operational challenges.  As these 
challenges were gradually uncovered, new algorithms and 
operational paradigms were developed to maintain the viabil-
ity and advantages of all-optical networking.  This evolution-
ary development process permeates the discussion below.  

III. EARLY FUNDAMENTALS OF ALL-OPTICAL NETWORKING 
Early research probed important fundamental properties of 

all-optical networks, many of which, though not all, proved 
prescient when such networks were finally commercialized. 

A. Transparency 
Section II enumerated several benefits of all-optical net-

working, yet they were not the chief motivating factors for 
initial research in this area.  The prime driver of much of the 
early research was the desire for transparency.  It was envi-
sioned that by maintaining connections in the optical domain, 
an all-optical network would be transparent [1], similar to a 
piece of glass; i.e., any type of traffic could be simply passed 
through the network.  This would provide the ultimate future-
proof network that could accommodate any new service or 
transmission innovation.  This notion was captured by refer-
ring to an all-optical network as an ‘optical ether’ [2]. 

Fig. 1. (a) A degree-three OEO nodal architecture.  (b) A cross-country single-
wavelength connection, which requires tens of intermediate OEO transitions 
(i.e., back-to-back transponders).  In both figures, as well as in Fig. 2, each 
fiber line shown is actually two fibers, one for each direction of transmission. 
Also, optical amplifiers at the node and along the fiber path (typically inserted 
every 60 to 100 km) are not shown. 

Fig. 2. (a) A degree-three all-optical nodal architecture; the WDM multiplex-
ers/demultiplexers (mux/demux) are typically integrated with the all-optical 
switch.  (b) A cross-country single-wavelength connection, requiring trans-
ponders only at the end points. 
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There are several types of transparency.  Digital transpar-
ency refers to a network being compatible with digital signals 
of any bit-rate, modulation format, or protocol.  Analog trans-
parency refers to a network that can carry a range of analog 
signals and deliver them with acceptable fidelity.  Finally, 
spectral transparency refers to a network that offers flexibility 
in the placement of wavelengths within the optical spectrum. 

It must be noted that despite the early emphasis on trans-
parency, it still has not been realized to a large degree in to-
day’s core optical networks.  However, recent developments 
may nudge networks in that direction.  This topic is revisited 
in Section VIII.  

B. Wavelength-Routing Switches and Wavelength Reuse 
The earliest work on all-optical networks typically assumed 

that the core optical devices in the network nodes were pas-
sive splitters, combiners, and broadcasting stars.  For example, 
a 1x2 ‘passive’ (i.e., wavelength independent) splitter takes an 
optical signal at its input, and sends a copy of that signal to 
both outputs.  If the optical signal is WDM, all wavelengths 
comprising the signal are transmitted from the input to both 
outputs, with no means of controlling the individual wave-
lengths. 

Such passive networks support a relatively small number of 
connections for a given number of wavelengths.  This is illus-
trated by the simple example of Fig. 3(a).  Assume that there 
are only two wavelengths in the WDM signal.  Node A is 
transmitting data to node C on wavelength #1, and transmit-
ting data to node D on wavelength #2.  Node B is equipped 
with a passive broadcasting star; thus both wavelengths are 
sent to nodes C and D, and also to E even though A is not 
communicating with this node.  (Nodes C and D are required 
to have an optical filter to receive the proper wavelength.)  If 
E wants to transmit to D, there are no available wavelengths 
on the fiber to do so, and the call request would be blocked. 

This limitation prompted the recognition that scalable all-
optical networks require all-optical wavelength-routing 
switches at the nodes, which are capable of routing individual 
wavelengths [3][4].  Such a wavelength-routing capability 
allows for wavelength reuse, where multiple connections on 
disjoint fibers are carried on the same wavelength.  The ad-
vantage of wavelength reuse can be seen in Fig. 3(b).  Node B 
is equipped with a wavelength-routing switch, such that node 
A transmits only wavelength #1 to node C and only wave-
length #2 to node D.  Now, if E wants to transmit to D, it can 
use wavelength #1, as shown by the dashed line. 

All-optical wavelength-routing switches are still one of the 
key enabling technologies of today’s all-optical networks. 

C. Two-layer Architecture 
In the OEO architecture of Fig. 1(a), the core switch is elec-

tronic and typically performs functions other than directing 
wavelengths from input ports to output ports.  For example, an 
IP router examines each IP packet carried on an incoming 
wavelength, selects the outgoing router port, and repackages 
the packets onto outgoing wavelengths.  Thus, the IP router is 
both routing and grooming the traffic (grooming is the re-
packaging of traffic at intermediate nodes of a data path). 

While all-optical switches are well suited for routing wave-
lengths, they are not ideal for performing grooming.  Func-
tions such as buffering data or processing packets are difficult 
to perform with optics.  This limitation gave rise to a two-
layer switch architecture, where an all-optical switch proc-
esses wavelengths, and an electronic switch operates at a sub-
wavelength granularity [5].  

Figure 4 illustrates such a two-layer switch hierarchy.  The 
all-optical switch is the core switch, through which all traffic 
enters and exits, whereas the electronic switch is an adjunct 
‘edge’ switch.  Only those wavelengths carrying traffic that 
requires grooming are dropped from the all-optical switch to 
the electronic switch.  While this architecture does not elimi-
nate electronic switches, the size of the electronic switch is 
greatly reduced as compared to the architecture of Fig. 1(a). 

D. Wavelength Continuity Constraint 
The resulting network embodiment of the all-optical para-

digm is a collection of lightpaths.  As first defined in [6], a 
lightpath is a connection between any two network nodes that 
remains in the optical domain and which is carried on the 
same wavelength from source to destination.  This highlights 
an important challenge of all-optical networks, namely the 
wavelength continuity constraint.  In order to establish a light-
path, the same wavelength must be available (i.e., not used by 
any other connection) on all links over which the lightpath is 
routed.  Thus, in attempting to establish a new lightpath, a 
scenario may arise where all links of the lightpath have suffi-
cient available capacity, but where no one wavelength is 
available on every link of the path, leading to the new light-
path being blocked.  This is in contrast to OEO networks 
where a wavelength can be arbitrarily chosen for each link 
over which a connection is routed.  Thus, it can be expected 
that the level of blocking in an all-optical network would be 
somewhat higher than that in an OEO network.   

Fig. 4.  Two-layer switch hierarchy, with the electronic switch serving as 
a relatively small edge switch. 

Fig. 3. (a) With a passive broadcasting star at Node B, all wavelengths sent 
from A are transmitted to C, D, and E, limiting future connections. (b) With 
a wavelength-routing switch, only those wavelengths meant for C and D are 
routed there, allowing for wavelength reuse (e.g., λ1). 
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Reference [6] observed that the task of assigning wave-
lengths to a set of lightpaths using the minimal number of 
wavelengths is equivalent to the well-known graph-coloring 
problem, which is NP-complete.  Thus, heuristic algorithms 
are needed for efficient wavelength assignment in all-optical 
networks, a step that is not needed in OEO networks.  Two 
such algorithms were presented in [6], and were shown to be 
effective in achieving blocking levels similar to an OEO net-
work; these algorithms are now known as First-Fit and Most-
Used, and are still in use in network design tools today [7]. 

Note that early work on all-optical networks considered the 
possibility of changing the wavelength of a connection while 
in the optical domain, thereby eliminating the wavelength con-
tinuity constraint.  However, even today, all-optical wave-
length conversion has not been realized on a large scale, large-
ly due to cost, and the fact that it is limited to simple, 
spectrally inefficient modulation formats. 

IV. EARLY RESEARCH PROGRAMS 
Significant progress in the field of all-optical networking 

transpired during the early to mid 1990s due to large research 
efforts in the US, Europe and Japan by individual companies 
and by government-supported cross-industry consortia.  Some 
of these efforts are highlighted here.  

A. ONTC and AON 
The Optical Network Technology Consortium (ONTC) [8] 

and the All-Optical Networks (AON) consortium [9][10] were 
launched in the U.S. in 1993 and were supported by the De-
fense Advanced Research Projects Agency (DARPA).  Their 
goal was to advance the architecture and technologies of core 
all-optical networks to enable advanced applications for the 
telecommunications and computer industries as well as for 
defense networks. 

Both consortia identified the need to handle both full wave-
length services and sub-wavelength circuit or packet services.  
To accomplish this, ONTC pursued an architecture consisting 
of a configurable all-optical WDM core, interconnecting finer-
granularity electronic switches, whereby a sub-wavelength 
connection hops through a number of such switches from 
source to destination.  This action enables traffic grooming at 
the edge of the network to increase the network efficiency, 
similar to what was described in Section III.C. 

Conversely, AON pursued a pure all-optical WDM architec-
ture consisting of highly dynamic, all-optical tree-networks at 
the edge, interconnected by a configurable all-optical core.  
Sub-wavelength circuit and packet services were provided via 
time-division multiplexing in the optical domain, using fast-
tunable WDM transmitters.  The time synchronization needed 
for this approach was made possible by the tree topologies of 
the edge networks, which enabled simple scheduling.   

B. MWTN  
At roughly the same timeframe, the Pan European RACE 

(Research in Advanced Communications for Europe) program 
formed the Multi-Wavelength Transport Network (MWTN) 
consortium [5][11].  To a large extent, this consortium pio-
neered the layered core network architecture used in today’s 
networks, as partially depicted in Fig. 4. 

C. Optical Path Layer Technologies Thrust 
Similar research was being carried out in Japan [12], which 

also pursued a layered network architecture.  One of the con-
tributions was to distinguish between end-to-end optical paths 
containing no wavelength conversion and those containing 
wavelength conversion.  The former is called a wavelength 
path (WP), and the latter a virtual wavelength path (VWP).  
Various novel architectures were devised for all-optical cross-
connects for both WP and VWP path types.  

D. MONET 
Another DARPA-supported consortium on all-optical net-

works, which was launched in the U.S. in 1996, is the Multi-
wavelength Optical Networking (MONET) consortium 
[13][14].  Of significance is the use of “networking” (rather 
than simply “networks”) in the program name to emphasize 
the dynamic nature of the network.  Thus, connections in the 
optical layer were required to be established and torn down in 
a dynamic manner, not only to perform fast optical-layer res-
toration from network failures, but also to enable dynamic 
bandwidth-on-demand across a national-scale network.  
MONET utilized the layered electrical/optical architecture 
discussed above, and included research on both the core (or 
long-distance) network and the regional/metro-core (or local-
exchange) networks.  A testbed was built, which demonstrated 
establishing dynamic all-optical connections originating at a 
local-exchange network, going through a long-distance net-
work, and terminating in another local-exchange network. 

Interestingly, a small economic study done within the 
MONET program indicated that some savings in the cost of 
the network would result due to reducing the number of trans-
ponders.  Though, at that time, this result was not given suffi-
cient attention, it turned out later that MONET greatly under-
estimated the cost savings, and, as discussed below, this as-
pect of all-optical networks was ultimately the most relevant 
consequence of this technology. 

V. COMMERCIALIZATION 
In the mid 1990s, the all-optical vision first entered com-

mercial networks in the form of a nodal element known as an 
optical add/drop multiplexer (OADM).  An OADM is similar 
to the general all-optical switch shown in Fig. 2(a) in Section 
II, except that it is specifically designed for degree-two nodes.  
As with the all-optical switch, traffic that is transiting the node 
remains in the optical domain, and transponders are needed 
only for the add/drop traffic.  These early OADMs, however, 
were not flexible, as they allowed only for the add/drop of 
specific wavelengths. 

The first core all-optical system, which addressed amplifica-
tion, transponders, and flexible all-optical switching, was de-
veloped by Corvis Corp. in the late 1990s.  The first commer-
cial all-optical system deployment was the Broadwing net-
work in 2000 [15].  This groundbreaking system elucidated 
many of the practical aspects of all-optical networking, as 
described next.  (Several vendors have since developed core 
all-optical systems, including Alcatel-Lucent, Ciena, Ericsson, 
Huawei, and Nokia Siemens.) 
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A. Optical Reach 
An important consideration in optical networks is the optical 

reach, which is the distance an optical signal can travel before 
the signal quality degrades to a level that necessitates regen-
eration.  Regeneration ‘cleans up’ the signal, and is typically 
accomplished by passing the optical signal through two back-
to-back transponders.  This allows the signal to be re-
amplified, re-shaped, and re-timed (i.e., ‘3R’ regeneration).  
As shown in Fig. 1(a), legacy OEO networks naturally per-
form the regeneration function for all traffic transiting the 
node; in this figure, an electronic switch is used to direct the 
signal between incoming and outgoing transponders. 

Legacy networks based on EDFA amplifier technology had 
an optical reach of approximately 500 km.  For a link longer 
than 500 km, it was necessary to regenerate the traffic at in-
termediate sites along that link (a link is the fiber route con-
necting two adjacent nodes).  Thus, in addition to regenerating 
traffic at every node in an OEO network, there may be dedi-
cated regeneration sites located along some of the links, fur-
ther exacerbating problems with system cost and power. 

In order to take advantage of the all-optical paradigm, it is 
necessary to have a system with extended optical reach.  This 
is illustrated in Fig. 5.  It is assumed that each of the nodes is 
equipped with an all-optical switch or an OADM; the length 
of each link is 1,000 km.  Consider a connection between 
nodes A and E.  If the optical reach of the system were less 
than 2,000 km, then optical bypass cannot occur despite the 
presence of nodal elements that are capable of switching in the 
optical domain; the signal would need to be regenerated at 
nodes B, C, and D.  (Note that regeneration is performed only 
at network nodes unless the optical reach is less than the link 
distance.)  If the reach were 3,000 km, the signal could opti-
cally bypass B and C, but would still need to be regenerated at 
D.  An optical reach of 4,000 km is required to maintain the 
connection in the optical domain from A to E. 

This example illustrates that both extended optical reach and 
all-optical switching elements are required to achieve optical 
bypass in the core.  Initial all-optical systems had an optical 
reach on the order of 3,000 km.  This extended reach was ac-
complished by using: Raman amplifiers instead of EDFA am-
plifiers, where distributed Raman amplification uses the fiber 
itself to amplify the optical signal, so that the rate of signal 
degradation is less steep as compared to EDFA amplification 
[16]; advanced modulation techniques in the transponders; 
high quality lasers and filters; dispersion compensation along 
the fiber; and powerful forward error correction (FEC). 

While 3,000 km reach is significantly greater than the legacy 
500 km reach, it is not long enough to allow cross-continental 
connections to remain in the optical domain from source to 
destination.  Any connection that extends further than the 
reach requires regeneration.  This was the first practical reali-
zation that commercial all-optical networks would not be truly 
all-optical.  A more accurate name for these networks would 
in fact be ‘optical bypass enabled’ [7]. 

 Nevertheless, studies have shown that with an optical reach 
of 3,000 km, more than 90% of the regenerations are elimi-
nated from a continental-scale network as compared to a leg-
acy network with 500 km reach [7][17].  This significantly 

reduces the cost, power, and space requirements of a network, 
thus achieving that part of the vision.  However, the presence 
of some intermediary transponders, which are typically spe-
cific to a particular protocol, modulation format, and bit-rate, 
deviated from the pure transparency vision. 

It is technologically possible to produce a system with an 
optical reach of more than 8,000 km, such that all regenera-
tions would be eliminated from a cross-continental scale net-
work.  However, to do so would require very costly technol-
ogy; e.g., complex transponders, elaborate amplification 
schemes, etc.  It has been shown that the cost savings resulting 
from removing the residual amount of regeneration in a net-
work would not justify the very high cost of this technology 
[18].  In fact, the analysis of [18] demonstrated that when the 
extra cost of extended-reach technology is compared to the 
savings generated by the removal of regenerations, the optimal 
optical reach in a core network is approximately 2,000 to 
2,500 km, which is the reach attained by most commercial 
‘all-optical’ systems today. 

Furthermore, as noted in Section III.C, there are network 
functions best performed in the electronic domain, such as 
traffic grooming.  Any wavelength that needs to undergo 
grooming would need to be processed electronically, e.g., in a 
SONET switch or an IP router, such that the end-to-end con-
nection would not remain in the optical domain regardless of 
the reach.  (Note that, typically, only a small fraction of the 
traffic at each node needs grooming; hence, as mentioned in 
Section III.C, the required size of the electronic switch is 
much smaller than the core all-optical switch). 

B. Optical Amplifier Transients 
An important operational issue in all-optical networks is 

their susceptibility to optical amplifier transients.  Such tran-
sients result when there is a sudden change in the power level 
on a fiber, as may occur when connections are brought up or 
down.  Transmission systems, whether EDFA or Raman 
based, typically have dynamic controls to dampen such power 
variations.  However, excursions in the signal power level, 
even if brief, are undesirable as they lead to error bursts.  Fur-
thermore, in the presence of optical bypass, transients on one 
link may have a ripple effect, causing errors to propagate. 

Transients due to wavelengths being brought down by a 
failure are unavoidable.  However, transients caused by a sys-
tem operation, e.g., bringing up a new connection, or restoring 
service after a failure, are generally unacceptable.  Thus, for 
all-optical networks, it is important that operational proce-
dures be implemented to avoid, or at least minimize, tran-
sients, while still taking advantage of optical bypass. 

One effective mechanism devised in response to this chal-
lenge makes use of pre-deployed subconnections [19].  A sub-

Fig. 5.  Even if all nodes are equipped with switches capable of optical by-
pass, regeneration may be required if the optical reach is not long enough. 
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connection typically spans multiple links, and is terminated at 
either end in a transponder, with optical bypass at the inter-
mediate nodes.  The transponders are always lit, even if the 
subconnection is not carrying traffic.  When a new connection 
is needed, the appropriate subconnections are concatenated 
together in the electrical domain to form the end-to-end path.  
Because the subconnections are pre-lit, there is no change in 
power level on the fiber, thereby avoiding problems with tran-
sients.  This methodology has been shown to be capacity-
efficient, without forfeiting the benefits of optical bypass [20]. 

C. Fault Localization 
 One of the benefits of electronically processing the data at 

every node of an OEO network is detailed error monitoring 
can be performed, which is important for rapidly locating a 
failure.  Rapid fault localization is more challenging in net-
works with optical bypass because electronic processing does 
not occur at most nodes.  This is especially true when just one 
connection, rather than an entire fiber, has failed.  One solu-
tion is to deploy optical performance monitors (OPMs) 
throughout the network, to check on the health of the optical 
signals [21].  However, most OPMs are limited in what signal 
characteristics they can monitor, and tend to be costly.  An-
other approach is to employ failure-independent protection 
schemes, where the same protection mechanism is triggered 
for a failed connection regardless of the failure location.  Such 
mechanisms typically take the form of path protection, where 
the backup path is completely disjoint from the original path.  
Switchover to the backup path occurs as soon as a connection 
endpoint detects a failure; fault localization can occur on a 
much longer timescale.  Path protection is the predominant 
form of protection in today’s core networks. 

D. Network Design Tools 
Software tools are needed for network design, whether the 

networks are OEO or all-optical.  Determining how traffic 
should be groomed or how traffic should be protected is best 
calculated using efficient algorithms embodied in a design 
tool.  With all-optical networks, however, there are two addi-
tional functions that are usually handled in a design tool. 

First, algorithms are needed to determine where to regener-
ate each connection.  For simplicity, optical reach is quoted in 
terms of a distance (e.g., 2,000 km), but in reality it is based 
on numerous factors: amplifier type, fiber type, fiber distance 
and loss, the number of switches optically bypassed, to name 
just a few.  Each vendor’s all-optical system has its own engi-
neering rules that must be met.  In addition, the topology and 
fiber plant of each carrier’s network impact regeneration deci-
sions.  Furthermore, the regeneration decisions made for one 
connection must be valid regardless of the other connections 
that may be added or removed in the future. 

Despite the underlying complexity, it is possible to come up 
with relatively simple rules that are suitable for real-time cal-
culation of required regeneration sites [7].  For example, the 
impact of relevant factors on the optical-signal-to-noise-ratio 
(OSNR) can be tallied, with regeneration required for a con-
nection when the OSNR drops below a prescribed threshold. 

Another important design-tool function was touched on in 
Section III.D: the assignment of wavelengths to connections.  

Many effective wavelength-assignment algorithms have been 
developed, beginning with those in [6].  Note that one of the 
more important aspects of this process is to take advantage of 
regeneration allowing the wavelength of a connection to be 
changed, if needed.  Furthermore, if a connection would be 
blocked due to wavelength contention, an extra regeneration 
may be added for purposes of wavelength conversion [22]. 

VI. OEO STRIKES BACK 
Despite the progress made in all-optical networks, their ac-

ceptance was not universal in the 1990s and early 2000s.  
Some of the initial skepticism was targeted at the technology.  
It was assumed that the accumulation of optical impairments 
would render all-optical systems impractical.  In addition, 
there was pushback regarding the management and opera-
tional issues of all-optical networks, which were described in 
Section V.  To emphasize that OEO systems did not pose the 
challenges of transparent systems, such networks were re-
ferred to as opaque [23].  (Networks that are mostly all-optical 
but with some OEO are sometimes called translucent [24]). 

One of the main areas of contention focused on the impact 
of the wavelength continuity constraint.  As discussed above, 
if a signal optically bypasses a node, then it must be carried on 
the same wavelength both entering and exiting the node.  This 
interdependence of wavelengths from one link to another does 
not exist in OEO networks.  However, numerous studies have 
shown that, if intelligent wavelength-assignment algorithms 
are used, wavelength contention is not an issue.  The analysis 
of [25] demonstrated that a small amount of wavelength con-
version is sufficient to achieve blocking levels similar to OEO 
networks.  As pointed out in [22], the small amount of regen-
eration (and grooming) that is required in an all-optical net-
work provides the opportunity to accomplish the desired level 
of wavelength conversion. 

Another concern was that all-optical architectures are less 
amenable to multi-vendor deployments, because all-optical 
interfaces are not standardized (as opposed to electrical inter-
faces, which are).  While strictly true, this did not turn out to 
be an important point in practice.  If needed, OEO regenera-
tion can be used at the boundary between all-optical systems 
from different vendors, a strategy known as islands of trans-
parency [17]. 

One concern that was borne out regarded the economics of 
all-optical networking.  In fact, all-optical networks are not an 
economic choice for all core networks.  As pointed out in Sec-
tion V.A, the technology to achieve extended optical reach is 
more costly.  For example, Raman amplifiers cost more than 
EDFA amplifiers; transponders that are capable of 2,500 km 
reach are more expensive than those that are capable of only 
500 km reach.  Thus, the cost effectiveness of an all-optical 
solution depends on the amount of regeneration that is re-
moved, which in turn is dependent on the level of traffic and 
the traffic pattern.  All-optical technology would likely not be 
economically justified for a network with a relatively low 
amount of traffic or with relatively short connections. 

However, with the Internet burgeoning in the 2000 time-
frame, most carriers were faced with an exploding level of 
traffic.  While not all carriers bought into the all-optical vi-
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sion, the electronic burden of legacy OEO networks was not 
sustainable.  Thus, if the OEO paradigm were to be main-
tained, it would need to be implemented with different tech-
nology, as described next. 

A. Photonic Integrated Circuits (PICs) 
Optical systems traditionally have been assembled using 

discrete components, e.g., each transponder may be a separate 
‘pizza-box’ sized card that is plugged into a chassis.  This 
contributes to the cost, power, space, and reliability issues 
associated with OEO technology.  However, in the 2005 time-
frame, PIC technology, where numerous WDM components 
are monolithically integrated on a chip, was introduced to core 
optical networks by Infinera Corp. [26].  PICs, by miniaturiz-
ing and integrating traditional optical components, offer an 
alternative means of implementing the OEO vision.  For ex-
ample, ten lasers, a multiplexer, and several control compo-
nents may be integrated on a single PIC transmitter chip. 

With PIC technology, the OEO paradigm illustrated in Fig. 
1(a) remains; however, the cost, power, space, and reliability 
burdens are significantly reduced.  In that sense, it represents a 
viable alternative technology to optical bypass.  However, one 
bottleneck that the PIC approach has thus far not addressed is 
switching, particularly at large network nodes.  Core switch-
ing remains in the electronic domain [26], similar to Fig. 1(a).  
Thus, the scalability issues (e.g., in terms of cost, size and 
power) of core electronic switches are not eliminated. 

A more scalable option might be to combine micro-electro-
mechanical-system (MEMS) technology [27] with PIC tech-
nology to address the switching bottleneck, as shown in Fig. 
6.  (The trick is to find a compact, cost-effective way to com-
bine, or integrate, these two technologies.)  The MEMS switch 
itself is all-optical, thereby taking advantage of the scalability 
of optics.  While the switch is all-optical, this architecture is 
still essentially OEO.  To be more precise, Fig. 1(a) can be 
considered OEO-E-OEO, whereas Fig. 6 can be considered 
OEO-O-OEO.  If grooming is desired at the node, then a two-
layer switch hierarchy can be used, similar to Fig. 4, with a 
small electronic grooming switch at the edge. 

Note that the optical signals switched by the MEMS switch 
in Fig. 6 are the intra-nodal transmission signals (typically 
referred to as ‘short reach’ or ‘very short reach’).  As a com-
parison, the all-optical switch of Fig. 2(a) switches the indi-
vidual wavelengths comprising the WDM long-haul signal. 

VII. ALL-OPTICAL NETWORKS PERSEVERE 
Despite some of the early doubts regarding all-optical net-

works, and the competition from PIC/OEO technology, all-
optical systems are the predominant technology in today’s 
core networks.  The ‘perseverance’ of all-optical networks is 
in part due to the development of several enabling technolo-
gies that have simplified the operation of these networks. 

One of these technologies is the tunable transponder, which 
can be tuned to any of the system wavelengths.  As their costs 
have decreased, tunable transponders have displaced fixed 
transponders, which are capable of generating/receiving only 
one particular wavelength.  The ability to remotely set the 
transponder to whichever wavelength has been assigned to a 

connection simplifies the network operation.  Tunability also 
alleviates transponder inventory and sparing issues, whether in 
an all-optical or OEO network. 

Other operational benefits have resulted from improved 
amplifier-transient control [28] and more advanced network 
design tools.  However, the development of greatest impact, 
with respect to both scalability and operational flexibility, was 
the all-optical switch based on the ‘wavelength-selective-
switch’ (WSS).  Early all-optical switches were designed with 
a layered architecture, where a separate switching plane ex-
isted for each wavelength [9]-[14].  While suitable for early 4- 
to 16-wavelength systems, a layered approach is untenable for 
today’s 80-wavelength systems.  Switch architecture was 
transformed in 2003 with the introduction of the 1xN WSS 
[29], which is capable of taking a WDM input and directing 
any of the constituent wavelengths to any of the N output 
ports (an Nx1 WSS performs the reverse operation).  (Actu-
ally, the concept of a WSS-based all-optical switch was sug-
gested early on in [30].) 

The prototypical WSS-based all-optical-switch architecture 
is shown in Fig. 7, for a (degree-three) node with three net-
work fibers and three add/drop fibers.  The WDM signal on 
each input fiber is broadcast by a passive splitter to the six 6x1 
WSSs.  Each WSS selects which wavelengths from each input 
fiber are directed to its associated output fiber. 

This switch architecture is very scalable.  For an 80-
wavelength system, the design shown in Fig. 7 is the equiva-
lent of a 480x480 switch, which is larger than what is avail-
able today using competing all-optical technology (e.g., 

Fig. 6.  A scalable, non-blocking OEO-O-OEO network node architecture, 
which combines PIC and MEMS technologies. 

Fig. 7.  WSS-based all-optical switch, or ROADM, for a degree-three node. 
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MEMS).  Furthermore, the architecture is directionless: a 
transponder on any add/drop fiber can access any of the net-
work fibers.  This allows the client attached to the transponder 
(e.g., an IP router) to establish a connection in any direction. 

As WSSs have grown in size, it is also feasible to use a 
small number of WSSs as the mux/demux on the add/drop 
fibers [31].  The wavelength-selective property allows any 
wavelength to be transmitted/received from/to any port of the 
mux/demux, a feature that is known as colorless.  Colorless 
switches are especially important with tunable transponders; 
otherwise, a transponder would need to be moved to a differ-
ent mux/demux port if it is tuned to a different wavelength. 

Another benefit of the architecture of Fig. 7, which is 
known as the broadcast-and-select architecture, is that it sup-
ports multicast, where an input wavelength is directed to mul-
tiple output fibers.  A final advantage is that it can be up-
graded from, say, a degree-three switch to a higher degree 
switch, without affecting the existing network traffic. 

One potential drawback is that wavelength contention can 
occur on the add and drop fibers.  For example, assume an IP 
router connects to transponders only on Add Fiber 1, and as-
sume this router needs to establish one connection on Network 
Fiber 1 and one on Network Fiber 2.  If there is only one 
available wavelength on these two network fibers and it is the 
same wavelength, then only one of the connections can be 
established, due to wavelength contention on the add fiber.  
Thus, the architecture of Fig. 7 is not contentionless.  To rem-
edy this, an external fiber cross-connect could be added such 
that the IP router can access transponders on any of the 
add/drop fibers.  However, with good wavelength assignment 
algorithms, such contention does not occur often in practice. 

Note that flexible all-optical switches have come to be 
called reconfigurable OADMs (ROADMs) (even though the 
term ‘OADM’ formerly implied a degree-two device). 

VIII.  FUTURE DIRECTIONS 
All-optical networks continue to evolve in response to ever-

increasing levels of traffic, with a growing emphasis on net-
work flexibility, in addition to the ongoing concerns of cost 
and power savings. 

A. Configurability and Dynamic Networking 
Networks today are mostly quasi-static, with connection 

setup typically requiring on-site manual involvement, and 
connections often remaining established for months or years.  
As a first move away from this relatively fixed environment, 
networks are becoming configurable, where connections can 
be established remotely through software control, assuming 
the necessary equipment is already deployed in the network.  
Configurability takes advantage of flexible network elements 
such as ROADMs and tunable transponders. 

The next step in this evolution is dynamic networking, 
where connections can be rapidly established and torn down, 
without the involvement of operations personnel.  Dynamic 
networking delivers bandwidth where and when it is needed, 
providing significant cost benefits to the end-user.  Research 
is underway in DARPA’s Core Optical Network (CORONET) 
program to enable connection setup times on the order of 0.1 

to 1 sec. [31].  This will take advantage of advances such as 
very fast switching and distributed network control.   

B. Wavebands 
ROADMs typically operate on the granularity of a wave-

length; i.e., each wavelength can be independently directed to 
any port.  An alternative approach that is gaining renewed 
interest is waveband-based switching [32][33][34].  A wave-
band is a set of wavelengths that are switched as a single unit.  
By switching on a waveband granularity, as opposed to 
switching individual wavelengths, many switch ports can be 
saved, leading to lower cost and power consumption. 

Switching solely at the waveband level does result in some-
what less efficient networks, due to the coarser granularity of 
control.  Thus, it makes sense to deploy waveband switching 
as part of a hierarchical multi-granular switch, which includes 
both a band-level and a wavelength-level switch [35][36].  If 
individual wavelengths need to be dropped from a waveband, 
or if wavelengths need to be packaged (i.e., groomed) into 
different wavebands, then the affected wavebands are demul-
tiplexed, with the constituent individual wavelengths then 
processed by the wavelength-level switch.  Note that wave-
length conversion may be needed to move a wavelength from 
one waveband to another.  Clearly, wavebands only make 
sense if the traffic level is high enough that the bulk of the 
wavebands are switched solely in the band-level switch. 

Actually, wavebands were used in the first commercial all-
optical system [15] (without requiring inefficient guardbands 
between the wavebands), but the concept did not catch on at 
that time.  However, with traffic levels steadily increasing, 
this approach may be revisited.  

C. Flexible Spectrum 
To address the growing need for capacity, systems generally 

increase the number of wavelengths on a fiber and the line-
rate of each wavelength.  For example, early WDM systems 
were composed of 4 to 16 2.5-Gb/s wavelengths; more re-
cently, transmission systems have been deployed with 80 40-
Gb/s wavelengths, with 100 Gb/s wavelengths on the horizon.  
One of the benefits of greater line-rate is that historically the 
cost-per-bit/s has decreased.  For example, a 10 Gb/s trans-
ponder is approximately twice the cost of a 2.5 Gb/s trans-
ponder.  Conversely, one drawback is that the bitrate of the 
network services has not increased at the same pace, thus re-
quiring more traffic grooming to keep the wavelengths effi-
ciently packed.  Since grooming is currently performed in the 
electronic domain, it has become a prime area of concern for 
carriers with respect to cost and power. 

One proposal for addressing the mismatch of line-rate and 
service-rate is to deploy lower-rate, but much more closely 
spaced, wavelengths [37].  For example, instead of deploying 
100 Gb/s wavelengths with 50 GHz spacing, deploy 10 Gb/s 
wavelengths with 5 GHz spacing.  The overall system capac-
ity remains the same, but the wavelength line-rate is better 
matched to the service-rate, resulting in much less required 
grooming.  There will be major technical challenges in pack-
ing wavelengths so closely (e.g., cross-phase modulation in 
the fiber and adding/dropping individual channels), but there 
is evidence that this is feasible [38].  For cost effectiveness, 
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PIC technology would be used to generate a comb of closely 
spaced wavelengths, which could be treated as a waveband. 

Extending this concept, ideally the wavelengths can be any 
standard rate, from say 10 Gb/s to 100 Gb/s, or even up to 1 
Tb/s, to best match the service that is being transported.  One 
can then pack these variable-rate wavelengths into fixed-sized 
wavebands [37] (using efficient packing algorithms).  This 
flexible-spectrum system can then be combined with a hierar-
chical waveband/wavelength switch architecture. 

An alternative, non-banded, approach was proposed in [39], 
where each wavelength is ‘elastic’ and grows or shrinks in 
bandwidth as needed; i.e., a ‘gridless’ system.  Switching is 
performed at the granularity of a wavelength.  One complexity 
of such a system is that a wavelength may be optically by-
passed from a link carrying one set of frequency allocations to 
a link with a completely different allocation (i.e., the spectrum 
may be ‘sliced’ up differently on each link).  Thus, algorithms 
are needed to avoid spectral conflicts.  It may be challenging 
to maintain high spectral utilization.  Note that this complexity 
is avoided with the waveband-based scheme because the spec-
trum is partitioned uniformly into wavebands on each link. 

D. Flexible Transponders and Switches 
Flexible spectrum is one manifestation of greater network 

transparency.  To exploit transparency further, one can use 
transponders that are capable of various line-rates and 
modulation formats.  The initial impetus for flexible 
transponders was to trade off optical reach and capacity 
[40][41].  Thus, a single transponder could be capable of, for 
example, 100 Gb/s with 1,500 km reach or 10 Gb/s with 3,000 
km reach, with the different operational configurations 
controlled by software.  In another manifestation, a single 
transponder could be capable of producing a 100 Gb/s signal 
suitable for 50 GHz spacing and 1,500 km reach, or a 100 
Gb/s signal suitable for 75 GHz spacing and 2,500 km reach.  
This flexibility potentially will allow carriers to better utilize 
capacity and regeneration resources.  

Transponder flexibility is only half of the picture; the all-
optical switches must be compatible with signals of arbitrary 
bandwidth as well.  To a limited degree, this flexibility exists 
in today’s ROADMs.  The filter passbands of most ROADMs 
are compatible with signals from 10 Gb/s to 100 Gb/s, as long 
as the signals fit in a 50 GHz passband.  This allows the sys-
tem line-rate to be upgraded without replacing the ROADMs.  
However, more flexibility would be needed to accommodate 
the gridless system described above.  Gridless ROADMs are 
feasible, using, for example, liquid crystal (LC) technology, 
where an array of LC pixels can be configured to create pass-
bands of arbitrary shape and bandwidth [42].  

E. Reducing Power Consumption in Future Networks 
With network traffic demand continuing to grow at a fast 

pace, the corresponding increase in power consumption is 
becoming of real concern.  While the current techniques of 
all-optical networking do reduce power consumption, there is 
still a need for additional power-reduction innovations.   

The current techniques for realizing long-reach systems with 
100 Gb/s per wavelength require intensive electronic process-
ing at the transponders, which consumes high power.  If the 

same techniques are used in future systems with higher bit 
rates per wavelengths (e.g., 400 Gb/s or 1 Tb/s), the situation 
will be greatly exacerbated.  To control the power in such 
future systems, all-optical processing techniques that preserve 
the optical reach are needed. 

Largely due to cost reasons, signal regeneration and wave-
length conversion are currently accomplished by using two 
back-to-back transponders, which involves OEO conversion 
and consumes large power.  As the bit rate per wavelength 
increases, performing these functions in the optical domain 
starts to be more attractive, but this will be challenging given 
the complex modulation formats required in the future. 

As mentioned earlier, the continually increasing bitrate per 
wavelength requires more traffic grooming, which is per-
formed today in power-hungry electronic circuit or packet 
switches.  Thus, an emerging vision to reduce power is to em-
ploy all-optical grooming, in either the frequency or time do-
main, to reduce or eliminate electronic grooming.  In fre-
quency-domain optical grooming, the hierarchical wave-
band/wavelength approach described in Section VIII.C could 
be used, with the switches equipped with all-optical wave-
length converters to repack wavelengths into wavebands as 
needed.  Two time-domain optical grooming techniques being 
widely researched are optical burst switching (OBS) and opti-
cal packet switching (OPS).  In OBS, bursts of data are elec-
tronically buffered at the edge of the network.  A control 
packet is transmitted a short time ahead of the data burst to 
schedule the required resources at intermediate nodes.  How-
ever, scheduling the bursts while maintaining high network 
utilization efficiency is difficult.  In OPS, the electronic switch 
fabric and buffer of current switches are replaced by their op-
tical analogs.  However, the size of optical buffers appears to 
be quite limited.  Much more research is needed before any of 
the above all-optical grooming techniques emerge. 

Finally, as network traffic continues to grow, the capacity of 
a single fiber will be exceeded.  Using a multi-fiber system is 
not scalable in either cost or power consumption.  Rather, it 
has been suggested to use multi-core-, or multimode-fiber 
[43].  The big challenges are maintaining the extended optical 
reach needed for an all-optical solution, controlling the proc-
essing power needed to separate the signals in the various 
cores or modes, and realizing optical amplifiers and ROADMs 
that operate simultaneously on all of the signals in the fiber. 

IX. CONCLUSIONS 
The early vision of all-optical networking stressed exploit-

ing the transparency of optics and the virtual elimination of 
electronics from the network.  After a long journey full of 
challenges, pragmatic realizations, and major technological 
advances, all-optical networking has reached its current vi-
brant state, achieving great savings in cost and power con-
sumption, while enabling ease of network operation and 
graceful upgradability.  More advances are still needed to con-
tinue to cope with the explosive growth of future networks. 
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