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Overview 

ÅAnalysis and Modeling 
Å Complexity vs. Long-term 

Benefits 

Å Consider the Alternatives 

Å Extrapolation 

Å Unintended Consequences 

Å Performance Objectives 

Å Modeling Assumptions 

Å Design Methodologies 

 

ÅPotential Optical-Networking 

Innovations 
ÅGridless/Elastic Networking 

ÅSleep-Mode for Energy Efficiency 

ÅSpace Division Multiplexing 

ÅSoftware Defined Networking 

ÅMixed-Line-Rate Networks 

 

 

Goals:  

Å Examine some of the pitfalls related to the list on the left in 

the context of the innovations listed on the right 

Å Enumerate some of the challenges in implementing the 
proposed innovations 
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Complexity 
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ÅIf a connection requires B units of bandwidth, it is assigned B units of bandwidth 

ÅOptical-layer grooming 

Å B can grow / shrink Ĕ Elastic 

ÅTwo major goals:  

ÅReduce the amount of required electronic grooming (cost & power consumption) 

ÅUtilize bandwidth more efficiently 

Å In practice, B cannot be arbitrary in size 

Å For example: B may be limited to being a multiple of S (slot size) 

 

(I will use the term optical slice to indicate the chunk of spectrum allocated to a 

connection) 

 

Gridless/Elastic Optical Networks (EONs) 
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Management of a Gridless Network is Complex 

ÅNeed to track how the spectrum is sliced up on each fiber 
ü  Routing and Spectrum Assignment (RSA) vs. Routing and Wavelength Assignment (RWA) 
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Free Assigned 

ÅMay lead to óstrandedô spectral resources, especially in a dynamic network 

üThe available spectrum may consist of narrow, non-contiguous spectral regions  

üExample: 45 GHz of spectrum is available, but not contiguous 

A new demand requiring 45 GHz of spectrum is 

either blocked or partitioned into multiple lower-rate 

ósub-demandsô  (which adds more complexity) 
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ÅMay limit opportunities for optical bypass, especially in a dynamic network 

üThe spectrum likely will be sliced up differently on each fiber entering a ROADM 

üExample: 25 GHz is free on both links, but the free regions do not align.  A new 25-GHz 

connection would need to be regenerated at this node. 
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Defragmentation is Likely Required in a Gridless Network 

Å Defragmentation modifies live connections; needs to be done carefully 

Å Transponders and ROADMs need to be reconfigured to match the new 

spectral allocation, without bringing down any connections 

Å Modify only the assigned spectrum, or modify both the route and spectrum 
Push/Pull methodology ï Shifts the spectrum; hitless operation has been demonstrated 

ÅF. Cugini, et al., ñPush-pull defragmentation without traffic disruption in flexible grid optical networks,ò                   

J. Lightwave Technol., January 2013 

Need to Defragment the network to create larger blocks of free spectrum 

Perform defragmentation periodically or when a new connection is blocked 
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Å Practical Issues  

Å Need guardbands between each óoptical sliceô Ĕ Wasted bandwidth 

 

 

 

Å Many bandwidth-variable TxRxôs are required; or, use Multi-Flow TxRxôs 

Å Need bandwidth-variable ROADMs 
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What Does All of the Added Complexity Buy You? 

óBack of the Envelopeô Benefit Analysis 

ÅAssume that network traffic doubles every 30 months 

ÅAssume that a Gridless/EON approach is 30% more capacity-efficient than 

alternative architectures. (Note: Some studies that show a much greater benefit in 

capacity efficiency do not make use of any electronic grooming for the low-rate traffic in the 

alternative architectures.) 

Å The network will be filled ~11 months later with the Gridless/EON approach 

Does delaying a network upgrade by less than one year 

warrant the extra complexity? 

Å Of course, the Gridless/EON approach provides benefits other than more 

efficient capacity use 

Å Decreases, but does not eliminate, the need for electronic grooming 

Å Well suited for carrying high-bit-rate services 
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Do all of the network management and advanced technology 

requirements justify the Gridless/EON architecture? 
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Consider Alternatives 
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Alternative Approach to Implement Elasticity 
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Two current approaches to grow/shrink the spectral bandwidth allocated to a connection 
 In both approaches, the central frequency of the connection remains the same 

Grow to the 

right, shrink 

from the right 

Grow Shrink 

Grow to the 

right and left, 

shrink from the 

right and left 

Grow Shrink 

K. Christodoulopoulos, I. Tomkos, E. Varvarigos, ñTime-varying spectrum allocation policies and blocking analysis in 

flexible optical networks,ò JSAC, January 2013 

Alternative: 

Grow to the 

left, shrink 

from the right 

Grow Shrink 

See: J. Simmons, Optical Network Design and Planning, 2nd Edition 

This will have the tendency to shift connections to the left, which should result in better 

packing; i.e., Simultaneously accomplishes defragmentation similar to Push/Pull.  
(May want to leave small gaps between connections to allow for future growth.) 
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Alternative Architecture 1:  Two-Tier Gridless Architecture 
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Å Partition the spectrum into the same band structure on every link 

ÅBands donôt have to be of equal spectral width (as long as each link is the same) 

Å Utilize gridless approach within a band 

ÅRequires effective algorithms to efficiently fill the bands 

 

 

 

Å Two-Tier ROADM Architecture 

ÅTier 1: Band-level ROADM - Course-granularity, Fixed-Bandwidth 

Å Tier 2: óSlice-levelô ROADM - Fine-granularity, Bandwidth-Variable 

See: Saleh, A.A.M. and Simmons, J.M., ñAll-optical networking ï evolution, benefits, challenges, and future vision,ò IEEE 

Proceedings, May 2012. 

Band 1 Band 2 Band 3 Band 4 Band 5 

Tier 2 

Tier 1 

Eliminates ómisalignmentô across links Ĕ 

Greater opportunity for optical bypass 
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Defragmentation / Elasticity in the Two-Tier Approach 

Copyright 2016  Monarch Network Architects LLC  11 

Tier 1 

Fixed-Bandwidth 

Coarse Granularity 
ROADMs 

Tier 2 

Bandwidth-Variable 

Fine Granularity 
ROADMs 

One band is shown, carrying two connections 

Shifting the spectrum within a band, or changing a connectionôs bandwidth, requires: 

ÅFilter reconfiguration at the endpoints, in the Tier 2 ROADMs only 

ÅTransponder reconfiguration 

ÅLess disruption of network equipment as compared to single-tier operation, where all of the 

ROADMs and transponders along the path need to be reconfigured 

Shifting the spectrum across bands may also require reconfiguring the Tier 1 

ROADMs at the endpoints (but only to modify which bands are added/dropped) 

Bandwidth-Variable 
Transponders 

Node 1 Node 2 Node 3 Node 4 
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Å Limit the possible spectral widths of the óoptical slicesô 

ÅFor example, permit only 37.5 GHz, 50 GHz, and 75 GHz slices 

As compared to supporting M³12.5 GHz slices, for example, in the gridless approach 

ÅAttempt to segregate the different slice sizes when assigning spectrum 

ÅLess stranded bandwidth, more optical bypass, less need for defragmentation 
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Alternative Architecture 2:  Limited Number of óSliceô Sizes  

ÅMay not be as capacity-efficient as the Gridless approach, but should be close 

 With a lot less management and technical complexity ! 

Å However, less reduction in the amount of required electronic grooming 
 

37.5 GHz Slices 50 GHz Slices 75 GHz Slices 

See: J. Simmons, Optical Network Design and Planning, 2nd Edition 

Also see Semi-Flex Grid proposal in:  Z . Shen, H. Hasegawa, K. Sato, T. Tanaka, and A. Hirano, ñA novel elastic 

optical path network that utilizes bitrate-specific anchored frequency slot arrangement,ò Optics Express, Feb 2014. 

This is a soft partitioning of the spectrum; Not a fixed partitioning 
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While weôre talking about óSoft Partitioningô é. 

Wavelength Assignment in Mixed-Line-Rate (MLR) Networks 

Å10-Gb/s wavelengths may have an adverse effect on ónear-byô 

   40-Gb/s and 100-Gb/s wavelengths co-propagating on the same fiber 

ÅDepends on the modulation formats used 

ÅThe 10-Gb/s wavelengths induce XPM, especially with the 40-Gb/s wavelengths 

ÅNo problems with co-propagating 40-Gb/s and 100-Gb/s wavelengths 
O. Bertran-Pardo, et al., ñOverlaying 10 Gb/s legacy optical networks with 40 and 100 Gb/s coherent terminals,ò   J. 

Lightwave Technol.,  July 2012 

ÅNecessitates using guardbands in between the óincompatibleô wavelengths 

ÅWastes bandwidth: E.g., 300-GHz guardband between 10-Gb/s OOK and 40-Gb/s DP-QPSK 

ÅWavelength assignment can be strategically utilized to mitigate this effect 

ÅSegregate the rates when possible:  

ÅAssign 10 Gb/s connections to one end of the spectrum               l1 l2 l3 Χ 
ÅAssign 40 Gb/s and 100 Gb/s connections to the opposite end     Χl78l79l80  

ÅThis is NOT a hard partitioning of the resources among the rates 

Sometimes a Simple Solution Works Just Fine ! 

ÅNote: MLR is more likely to be found in small carriers.  Large carriers generally light a new fiber 

when they upgrade the line-rate. 
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Extrapolation 
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Beware of the Perils of Extrapolation 

In a First Grade class learning multiplication, the teacher posed 

the following question: 

 

If a 9-year old boy eats 3 meals each day, how many meals 

per day does an 81-year old man eat? 

 

Half of the class responded 27 meals per day !!! 
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Optical Reach: Longer Is Not Always Better 
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Typical ñCost vs. Reachò curve for a US backbone network 

If 2,000-km reach is more cost effective than 1,000-km reach, then 

6,000-km reach must be even better é 

No ! 

ÅWith ~2,000 km reach, the remaining number of regenerations is relatively small 
Å Less opportunity to reduce cost 

ÅMore costly equipment needed to attain longer reach (e.g., better amps, lasers)  

From: JM Simmons, ñOn 

determining the optimal 

optical reach for a long-haul 

network,ò J. Light.Technol., 

March 2005 

 

Also see: 

H.P. Sardesai, et al., 

ñOptimal WDM layer 

partitioning and transmission 

reach in optical networks,ò 

OFC 2005 

 

A.Morea, et  al., ñImpact of 

the reach distance of WDM 

systems on the cost of 

translucent optical transport 

networks,ò Networks 2004 
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Extrapolating Impairment Effects Resulted in Dire Predictions 

Å In the 2000 timeframe, the state-of-the-art transmission systems supported 

2.5-Gb/s line-rate with an optical reach of 3,000 km 

ÅPolarization-mode Dispersion (PMD) is potentially a larger problem as the 

line-rate increases  

Å The PMD-limited optical reach decreases with the square of the line-rate 

Å Led to predictions that 40-Gb/s line-rate would be limited to a reach of 12 km ! 

ÅMany concluded that 40-Gb/s line-rate in the core network was impossible ! 

Å Reality: 40 Gb/s has been deployed with 2,500 km reach.  100 Gb/s is currently 

being deployed, with full expectations that 400 Gb/s and 1 Tb/s line-rate are on 

the horizon ! 

ÅTechnology is constantly improving ­ Extrapolating current results is difficult 

ÅModulation formats with less sensitivity to PMD 

Å Coherent detection ï the digital signal processing used at the receiver allows for 

electronic compensation of PMD  

Å Better fiber 

ñIt's tough to make predictions, especially about the future !ò 
Yogi Berra 
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Gridless Network Granularity: Finer Is Not Always Better 
 

If 12.5-GHz granularity is more capacity-efficient than 50-GHz granularity, 

why not use even finer granularity ? 

ÅAll of the complexity issues discussed earlier will be exacerbated 

ÅE.g., Tracking slot usage, stranded bandwidth, optical bypass limitations 

ÅAt some point, the ROADM filters are a limiting factor 

ÅAs filters become narrower, their roll-off becomes less sharp 

ÅGuardbands take up a larger fraction of the spectrum, which nullifies spectral benefits 

Å Implication 

Å Some amount of electronic grooming is likely still needed to efficiently transport 

low-rate connections (current networks carry a lot of traffic at 10 Gb/s or below) 

Note: Filter precision/resolution (e.g., 0.5 GHz) pertains to sharpness, not filter width 

G 
12.5 GHz 

G 
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Unintended Consequences 
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Put Equipment in Sleep Mode to Save Energy 

The amount of energy used in communication networks is causing concern 

ÅOne proposal to reduce energy usage: 

 If equipment is currently not in use, either power it down or put it in óSleep Modeô 
 Can combine this with routing/grooming algorithms to proactively drive traffic away 

from some links and nodes 

ÅThis strategy has potential to save energy, but with an undesired side-effect: 

  Power cycling will likely shorten the life of the equipment 

ÅA comprehensive study examined how the cost savings from power cycling 

compared with the attendant additional cost of replacing equipment 
 EDFAs were the most negatively impacted 

The extra EDFA reparation costs would be higher than the energy cost savings 
P. Wiatr, J. Chen, P. Monti, and L. Wosinska, ñEnergy Efficiency Versus Reliability Performance in     

Optical Backbone Networks,ò JOCN, March 2015. 

Å Another undesired side effect: 

Dynamic traffic may incur greater delays (need time to power-up the equipment) 
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Fiber Capacity Isnôt óInfiniteô After All 

ÅThe capacity of a fiber has often been viewed as being almost óinfiniteô 

ÅBut, recent studies indicate that systems with 80 x 100 Gb/s wavelengths on 

one fiber (8 Tb/s) are already within a factor of ~5 of the fiber capacity limit 

Study Assumptions: 
 Conventional Single-Mode Fiber (SMF) 

 Optical reach of 2,000 km (fiber capacity increases as the optical reach decreases) 

 Raman amplification 

  R.-J. Essiambre, et al., ñCapacity limits of optical fiber networks,ò J. Lightwave Technol., Feb. 2010 

ÅSome of the proposals to address the impending limit on fiber capacity: 

Å Deploy multiple fiber-pairs per link instead of one 

Å Does not provide economies of scale w/r to cost or power consumption 

Å Multicore Fiber (current fibers have a single core); e.g., 7 cores in one fiber 

Å Ideally, capacity increases in proportion to the number of cores 

Å Potential problems with cross-talk between the cores 

Å Multimode Fiber (current long-distance fibers have a single mode) 

Å Very small number of modes (e.g., 6), not hundreds; óFew-Mode Fiberô (FMF) 

Å Ideally, capacity increases in proportion to the number of modes 

Å Combine Multicore with Multimode to multiply the benefits 

These are all examples of Space Division Multiplexing (SDM) 
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Side Effects of Few-Mode Fiber (FMF) Solution 

Å The modes of a given wavelength will be coupled together 

Å Example: if there are 6 modes, then all 6 l1ôs will be coupled together 

Å A ROADM will not be able to pick out just one mode or a subset of the modes 

Å All modes will be routed as an inseparable unit, whether desired or not 

Å Positive óSpinô:  FMF results in óSpatial Super-Channelsô 
Å Allows for efficient transmission of very high bandwidth connections 

Å Ex: A 600 Gb/s connection can be carried as one 6³100G super-channel 

Å Lower-cost ROADMs and improved transmission performance 
Å Only 1/Nth of the number of ROADM filters (assuming N Modes) 

Å Better transmission performance with wider bandwidth channel 

Å Some impairments have less of an impact with mode-mixing 

Å Negative óSpinô:  Bundling modes in FMF is similar to óWavebandsô in SMF 
Å Waveband is a group of wavelengths routed as a bundle 

Å Wavebands were first proposed in the late 1990s to reduce switching costs 

Å Wavebands require more complex RWA algorithms to use the bandwidth efficiently 

Å Here, the size of the ówavebandsô is determined by FMF; not necessarily the optimal size 

Å Coupling issues also arise with Multi-Core Fiber if significant X-talk among the cores 

Å Other ramifications of coupled modes/cores: 
Å Uncoupling modes/cores requires electronic multiple-input multiple-output (MIMO) processing, 

which consumes a significant amount of power 

Å Need to lay new fiber (current fiber is single core / single mode) 
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Performance Objectives 
(What services need to be supported by 

the network) 
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Very Brief Overview of Software Defined Networking (SDN) 

SDN originated as a paradigm for the Ethernet and IP Layers 

Basic Tenets: 
Å The network switches/routers are controlled via software that runs in a 

decoupled automated control plane; i.e., separation of control & data planes 

Å The control plane is logically centralized 

 

Expected Benefits: 
Å Allows the control software to be more easily modified/customized. Less 

dependency on the switch or router vendor. 

Å SDN is compatible with Network Virtualization, where the communication, 

computing, and storage resources of a single physical network are partitioned 

into multiple logically isolated networks. Customers can be assigned their own 

óviewô of the network. 

Å May lead to lower-cost switches and routers 
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Extending SDN to the Optical Layer 

The data and control planes are already separate in the optical layer 

Two critical aspects of extending SDN to the optical layer: 

Å Desirability of Unified Network Control 

Is a unified multi-layer, multi-vendor, multi-domain view of the network feasible and 

scalable? 

ÅWill vendors want to expose the details of their system ? 

Å Latency of Centralized Network Control 

What are the desired network applications and the corresponding required 

connection set-up times ?  Some examples of services requiring very fast setup: 

ÅRapid dynamic restoration (restoration path calculated & established on the fly, 

after a failure occurs)   Requires setup times on the order of 100 ms 

ÅHighly interactive visualization and data fusion (network-wide) 

Wavelength-connections, of very short duration, need to be established in response to 

mouse clicks. Too costly to keep the wavelengths permanently established.   Requires 

setup times on the order of 100 ms to meet the human tolerance for delay with 

interactive applications 

ÅGlobal-scale distributed computing 

Efficiency increases as setup time decreases 
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ÅIf desired setup times cannot be met, may need alternative solutions 
ÅDeploy geographically diverse SDN controllers 

ÅImplement fully/partially distributed network control (e.g., GMPLS)  
Issues with resource 
contention 

Copyright 2016 Monarch Network Architects LLC  26 

SDN Latencies Depend on the Network Scale 

When analyzing the inherent latency of SDN, the assumptions regarding 

network (domain) scale are clearly important 

Source 

Destination 

SDN 

Controller 

Domain is a National Network ï 5,000 km in extent 

Unlikely to meet 100 ms setup time 

Domain is a Regional Network 

300 km in extent 

SDN 

Controller 

Source 

Destination 

ÅThe most stringent network requirements may be driven by services that represent a 

small percentage of the network traffic. Is it worth trying to satisfy them? 

ÅPerhaps, ñif we build it, they will comeò; i.e., new services will be developed 


